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Summary

Matrices

A matrix is any rectangular array of numbers. For the matrix A, we let a;; represent the
clement of A in row i and column j.
A matrix with only one row or one column may be thought of as a vector. Vectors

appear in boldface type (v). Given a row vector u = [y u, o oy ] and a column
Y
Us
Vazufse
i

of the same dimension, the scalar product of u and v (written u - V) is the number
Uy + UV, + -+ u,v,.

Given two matrices A and B, the matrix product of A and B (written AB) is defined
if and only if the number of columns in A = the number of rows in B. Suppose this is the
case and A has m rows and B has n columns. Then the matrix product C = ABof Aand
B is the m x n matrix C whose ijth element is determined as follows: the ijth element of
C = the scalar product of row i of A with column j of B.

Matrices and Linear Equations

The linear equation system

ayx; +apX oot A% = b,

ay Xy + Xy ok 0%, = b,

QX+ AupXy Tt B % = b,
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may be written as Ax = b or A|b, where

biy 4 v Gy, £ b,

Gy Gy Gy, e b,
A= ., x=| |. b=

PR TR X b,

The Gauss-Jordan Method

Using elementary row operations (ero’s), we may solve any linear equation system. From
amatrix A, an ero yields a new matrix A’ via one of three procedures.
Type 1 ero

Obtain A’ by multiplying any row of A by a nonzero scalar.

Type 2 ero

Multiply any row of A (say, row i) by a nonzero scalar c. For some j # i, let row j of
A’ = c(row i of A) +row j of A, and let the other rows of A’ be the same as the rows of
A.

Type 3 ero

Interchange any two rows of A.

The Gauss-Jordan method uses ero’s to solve linear equation systems, as shown in the
following steps.

Step 1 To solve Ax = b, write down the augmented matrix A |b.

Step 2 Begin with row 1 as the current row, column 1 as the current column, and a,, as
the current entry. (a) If a,, (the current entry) is nonzero, use ero’s to transform column 1
(the current column) to

0
Then obtain the new current row, column, and entry by moving down one row and one
column to the right, and go to Step 3. (b) If @, (the current entry) equals 0, then do a Type

3 ero switch with any row with a nonzero value in the same column. Use ero’s to transform
column 1 to
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and proceed to Step 3 after moving into a new current row, column, and entry. (¢) If there
are no nonzero numbers in the first column, proceed to a new current column and entry.
Then go to Step 3.

Step 3 (a) If the current entry is nonzero, use ero’s to transform it to | and the rest of
the current column’s entries to 0. Obtain the new current row, column, and entry. If this is
impossible, stop. Otherwise, repeat Step 3. (b) If the current entry is 0, do a Type 3 ero
switch with any row with a nonzero value in the same column. Transform the column using
ero’s and move to the next current entry. If this is impossible, stop. Otherwise, repeat Step
3. (¢) If the current column has no nonzero numbers below the current row, obtain the new
current column and entry, and repeat Step 3. If it is impossible. stop.

This procedure may require “passing over” one or more columns without transforming
them.

Step4  Write down the system of equations A’x = b’ that corresponds to the matrix A'[b’
obtained when Step 3 is completed. Then A’x = b’ will have the same set of solutions as
Ax=b.

To describe the set of solutions to A’x = b’ (and Ax = b), we define the concepts of basic
and nonbasic variables. For any linear system, a variable that appears with a coefficient of
1 in a single equation and a coefficient of 0 in all other equations is called a basic variable.
Any variable that is not a basic variable is called a nonbasic variable.

Let BV be the set of basic variables for A’x = b" and NBV be the set of nonbasic variables
for A’x=b".

Case1 A'x = b’ contains at least one row of the form [0 0 --- Olc](c # 0).In this
case, Ax = b has no solution.

Case 2 If Case 1 does not apply and NBV. the set of nonbasic variables. is empty. Ax=b
will have a unique solution.

Case3 If Case 1 does not hold and NBV is nonempty, Ax = b will have an infinite number
of solutions.

Linear Independence, Linear Dependence, and the Rank of o Matrix

A set V of m-dimensional vectors is linearly independent if the only linear combination
of vectors in V that equals 0 is the trivial linear combination. A set V of m-dimensional
vectors is linearly dependent if there is a nontrivial linear combination of the vectors in V'
that adds up to 0.

Let A be any m X n matrix, and denote therows of Abyr,, ry,.... T . Also define R =
{r;,r,,...,r,}. The rank of A is the number of vectors in the largest linearly independent
subset of R. To find the rank of a given matrix A, apply the Gauss-Jordan method to the
matrix A. Let the final result be the matrix A. Then rank A = rank A = number of nonzero
rows in A.

To determine if a set of vectors V = {v,,V,, ..., v, } isalinearly dependent, form the
matrix A whose ith row is v;. A will have m rows. If rank A = m, then V is a linearly
independent set of vectors; if rank A < m, then V is a linearly dependent set of vectors.

Inverse of a Matrix

For a given square (m x m) matrix A, if AB = BA = I, then B is the inverse of A
(written B = A~"). The Gauss-Jordan method for inverting an m x m matrix A to get A7l
is as follows:
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Step1  Write down the m x 2m matrix A|l, .

Step 2 Use ero’s to transform A|7, into /, | B. This will only be possible if rank A = m.
In this case, B = A"l Ifrank A < m, then A has no inverse.

Determinants

Associated with any square (m x m) matrix A is a number called the determinant of
A (written det A or |Al). For a 1 x 1 matrix, det A = a,,. For a 2 x 2 matrix, detA =
a,,a,, — a,a,,. For a general m x m matrix, we can find det A by repeated application of
the following formula (valid fori = 1,2, ..., m):

det A = (=1)*'a, (et A,)) + (=1)Fa,(det A,y) + -+ + (=1)*"a;, (det A,,)

Here A‘j is the ijth minor of A, which is the (m — 1) x (m — 1) matrix obtained from A
after deleting the ith row and jth column of A.




